
Neil Fenemor 

Should ChatGPT 
configure a router?



No.



Neil Fenemor 

Can ChatGPT help me 
operate a network?



Who am I?

• Been doing this internet thing since ’97

• Part of the core team who built the third inter-regional fibre 
network in New Zealand

• Currently helping solve technology and business problems

• Been doing a lot with OpenLI recently, so I apologise for any 
OpenLI / OpenAI confusion!

• This is my first PacNOG, so thanks for having me!



What is ChatGPT then?

• A product offered by OpenAI with two different models available 
(GPT 3.5, GPT 4.0)

• A form of Generative AI called a Large Language Model

• Publicly useable and has Enterprise and API options

• Microsoft has cumulatively invested $13bn into OpenAI



What is a Large Language Model?

• A large language model (LLM) is a type of language model 
notable for its ability to achieve general-purpose language 
understanding and generation.

• LLMs acquire these abilities by using massive amounts of data to 
learn billions of parameters during training and consuming large 
computational resources during their training and operation.

• LLMs are artificial neural networks (mainly transformers) and are 
(pre-)trained using self-supervised learning and semi-supervised 
learning.

• As autoregressive language models, they work by taking an input 
text and repeatedly predicting the next token or word. 

https://en.wikipedia.org/wiki/Large_language_model



Where are LLMs used?

• Microsoft Copilot suite of products

• Github Copilot

• Search engines (Bing Chat)

• Chat bots

• Many industry specific tools

• Security products analysing log messages

• Legal summary generation



Training a Generative AI

• Training sets are important

• Any biases or errors in the training sets will naturally be carried 
through to the output

• Many LLMs (including ChatGPT) allow for fine tuning and 
introduction of your own data sets



Training a Generative AI



Training a Generative AI

• The models are continually evolving and changing - sometimes 
they work better, but sometimes they do not.

• You can provide your own data set for additional training -
remember previously the online default is trained off of publicly 
available sources, licensed third party information, etc.



How could you use an LLM in network administration

• Building router configuration

• Intent based networking…based on natural language?

• Script generation (provisioning, debugging)

• General debugging



Building router config

• Can build a base config 
based on your prompt.



Building router config

Why prompts matter…

• Similar to the previous base 
config, however now that 
we’ve asked for a NIST 
aligned config, we have a 
lot more safeguards built in.

• But do we have them all?

• Does this include all best 
practice?

• Could we have included 
others like CIS Workbench?



Building router config

Why prompts matter…
NIST (cont)

• The same…but different…



Building router config

And sometimes…

• It just gets itself in a loop and horribly confused.



Prompt engineering

• Strategies for getting better results:

• Write clear instructions

• Provide reference text

• Split complex tasks into simpler subtasks

• Give the model time to think

https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results



Script generation

• Using plain English, I can 
describe an event script 
script that I want created

• I can review the code and 
confirm whether this is 
achieving what I want it to.



Script generation

• In this case, it was not as I 
asked for the interface to 
be enabled and disabled.

• Ask a follow up question 
for simple adjustments.

• Not perfect, but this is a 
good start to build from.



Debugging



Sounds great! So what can go 
wrong??



Hallucinations

• Where information is presented 
as true, but has been generated 
artificially.

• Basically it just makes things 
up. 

https://edition.cnn.com/2023/11/02/tech/microsoft-ai-news/index.html

https://www.theguardian.com/technology/2023/jun/
23/two-us-lawyers-fined-submitting-fake-court-
citations-chatgpt



Not creative

• Being a statistical model, an LLM is not creative

• It does not have the context and insight that a person can hold

• Prompts matter, and your results will vary wildly



Ownership of your content



Ownership of your content



Summary

• ChatGPT (and other LLMs) can be a great tool

• You need a human in the middle to validate everything

• A LLM does not replace skilled workers, but can be used to 
support them

• Make sure you know your organisations privacy and information 
handling policies before using any LLM



Questions?




